ELGIN’S COMMUNITY-ORIENTED STEADFASTNESS

ABSTRACT: In recent years, epistemologists have devoted enormous attention to this question: what should happen when two epistemic peers disagree about the truth-value of some proposition? Some have argued that in all such cases, both parties are rationally required to revise their position in some way. Others have maintained that, in at least some cases, neither party is rationally required to revise her position. In this paper, I examine a provocative and under-appreciated argument for the latter view due to Catherine Z. Elgin (2010, 2012, 2017, and 2018). I defend it against a series of objections, and I then identify some fruitful ways in which her view could be developed further.

Catherine Z. Elgin holds that the existence of certain kinds of peer disagreement can help communities of inquirers achieve their shared epistemic goals. Accordingly, she thinks that it can be rational to stand one’s ground in such disagreements. In Section 1, I set out two main competing views about what rationality licenses in these cases. In Section 2, I explain why and how Elgin wishes to reframe this debate. In Section 3, I introduce her argument for her view, and in Section 4, I offer some support for it. In Section 5, I defend Elgin’s view against seven objections. Finally, in Section 6, I identify eight fruitful ways in which her view could be developed further.

1. FRAMING THE DEBATE

In recent years, epistemologists have devoted enormous attention to disagreement between acknowledged epistemic peers.¹ Here is one definition of peerhood:

Let us say that two individuals are epistemic peers with respect to some question if and only if they satisfy the following two conditions: (i) they are equals with respect to their familiarity with the evidence and arguments which bear on the question, and (ii) they are equals with respect to general epistemic virtues such as intelligence, thoughtfulness, and freedom from bias (Kelly 2005, 174–5).

Drawing on definitions like this, Nathan King (2012) observes that the contemporary literature about the epistemology of disagreement has focused primarily on cases where the following four conditions are satisfied:
(a) The disagreement condition: S believes P, while T believes ~P;
(b) The same evidence condition: S and T have the same P-relevant evidence, E;
(c) The dispositional condition: S and T are equally disposed to respond to E in an epistemically appropriate way; and
(d) The acknowledgement condition: S and T have good reason to think conditions (a)-(c) are satisfied.

So the discussion has primarily sought to determine what rationality licenses, and what it prohibits, when two acknowledged peers learn that they disagree about the truth-value of some proposition. Some say that in all such cases, both S and T possess a defeater for their belief, and so neither can rationally maintain their original confidence in it. Others say that at least in some such cases, S and T can be rational in sticking to their guns concerning P.

But King persuasively shows that this construal of the debate is unduly narrow. In the real world, two inquirers rarely possess the exact same evidence, nor are they equally disposed to respond to it appropriately, nor does either party generally have good reason to think the other has the exact same evidence and equally appropriate dispositions. So conditions (b), (c), and (d) are rarely satisfied. Accordingly, King recommends that epistemologists worry less about symmetry, and focus more on what is unclear, in cases of disagreement. In particular, King proposes that the debate be broadened to focus on principles like this instead:

(SK1) If S believes P and is aware of some other subject T who believes ~P, and S has no reason to think S's total epistemic position with respect to P renders S more likely to be correct than T, then S is not [epistemically] rational in believing P [as confidently as S did prior to becoming aware of T]: S should reduce her confidence in P.

King rightly claims that the antecedent of (SK1) is more frequently satisfied than conditions (b)-(d) jointly are, and that, accordingly, focusing on (SK1) will appropriately broaden the debate. Suppose that (SK1) is true, and that S recognizes that it is true: rationality then requires S to reduce her credence in P to some degree, perhaps even to the point of suspending judgment about P altogether. For now, let's say that that conciliationism affirms exactly that, while the steadfast view rejects (SK1).

2. Reframing the Debate

Catherine Elgin identifies drawbacks of both views. According to her, conciliationism leads to epistemic spinelessness, for the moment that S discovers that her overall epistemic position renders her no more likely to be correct about P than T, rationality obliges her to reduce her credence in P (2010, 54; 2018, 14-15). Meanwhile, Elgin says, the steadfast view can make S stubborn by making her insufficiently sensitive to counter-evidence. That's because S's first-order reasons for believing P constitute reasons for thinking that evidence against P is misleading, and given this, S is licensed to disregard it. Such stubbornness, Elgin
says, can deprive S of valuable epistemic resources, which makes it epistemically irresponsible (2017, 6). For example, to the extent that S is stubborn, she might no longer use her engagement with T’s view to identify and correct mistakes, to re-examine her own positions, to develop better methods of assessing the evidence, etc. (2010, 55). The fundamental problem with both positions, says Elgin, is that they discourage S from really, seriously engaging with T’s view (2018, 14-15).

Accordingly, Elgin devises a new account of what S should do in such cases. She begins by urging that this debate’s focus on belief is misguided, since beliefs are involuntary:

I may find myself with a belief suspended as a result of evidence, argument, testimony, or disagreement; or I may find my belief unmoved by evidence, argument, testimony, or disagreement. But my response is not under my control. Debates about whether I should suspend belief in the face of peer disagreement are wrong-headed. They are like debates about whether I should be less than six feet tall. I don’t have any choice (2010, 61).

Invoking a distinction due to L. Jonathan Cohen (1992), Elgin urges that the debate about peer disagreement should concern acceptance, rather than belief, since it is a voluntary doxastic state. Elgin says that “To accept that p is to adopt a policy of being willing to treat p as a premise in assertoric inference or as a basis for action where our interests are cognitive” (2010, 64). Although Elgin does not say so, it’s important to note that this sort of willingness comes in degrees: one can be more or less willing to φ. Accordingly, acceptance is also a degrees notion. Given all this, on Elgin’s view the debate between steadfasters and conciliationists should really be about:

(SK1*) If S accepts P and is aware of some other subject T who accepts ~P, and S has no reason to think S’s total epistemic position with respect to P renders S more likely to be correct than T, then S is not epistemically rational in accepting P to the degree S did prior to becoming aware of T: S should reduce her degree of acceptance in P.

Hereafter, then, I take conciliationism to be expressed by (SK1*), and the steadfast view to be its denial. Elgin thinks that once the debate is reframed in this way, an important reason for resisting (SK1*) can emerge – one that avoids the very drawback of steadfastness that she identifies.

3. **Elgin’s Community-Oriented Steadfastness**

Elgin thinks that when the antecedent of (SK1*) is satisfied, to refrain from accepting P is, *ceteris paribus*, a “cognitively impoverishing stance” (2010, 65). To illustrate this idea, she offers the story of Jack, a paleontologist who has become convinced of conciliationism. Jack considers a wide range of propositions whose truth-value is controverted within the relevant community of paleontologists. Since he is a conciliationist, his reflection on these disagreements leads him to
refrain from accepting a large number of propositions that he had hitherto accepted. Jack now has substantially fewer premises available for use in his reasoning concerning paleontology. And if all experts in this domain were likewise to refrain from accepting such controversial claims, the result would be catastrophic for inquiry: it would leave “the paleontological community with few premises about their subject matter, yielding a sparse and moth-eaten fabric of cognitive commitments” (2010, 65, and see also 2012, 80-1).

The stage is thus set for Elgin’s argument for steadfastness, which she expresses as follows:

When the reasons favoring each side of a dispute are sparse or exceedingly delicate, or the evidence is equivocal, or each side can solve important common problems that the other cannot, it may be better for the epistemic community that both positions continue to be accepted ... Each group then can draw on a different range of commitments for premises in their reasoning and as a basis for their actions. By developing their positions, they put them to the test ... Tolerance of disagreement is epistemically valuable only when the disagreement is among parties who have sufficient expertise in an area that their opinions are individually worth accepting, and where the evidence at hand is equivocal. When these conditions are met, a community of inquiry may best be served if epistemic peers resolutely reason and act on opinions about which other equally competent inquirers disagree. In such cases, peers who disagree have reason to consider each other wrong but not irrational. Perhaps in the fullness of time the disagreement will be resolved. That remains to be seen (2010, 67-68).

Elgin’s central idea is that in certain cases, a community’s shared epistemic goals may be better served if individual inquirers persist in accepting their views in the face of the relevant kinds of disagreement. Her view, then, can properly be termed community-oriented steadfastness.

4. Benefits of Viewpoint Diversity for Communities

Elgin thinks that that steadfastness can promote the existence of a wider range of acceptances within the community, and that in certain cases, this viewpoint diversity can help a community of inquiry to achieve its epistemic goals. This idea is, in fact, rather well-supported by social-scientific research. It also comports rather well with analyses of the division of cognitive labour in the philosophy of science, and with a certain evolutionary account of the development of reasoning. I’ll briefly discuss each in turn.

Although Elgin doesn’t mention it, her claim that viewpoint diversity can benefit communities of inquiry enjoys considerable empirical support. For one thing, viewpoint diversity mitigates the intellectually pernicious effects of a well-established phenomenon in collective inquiry: group polarization (Moscovici and Zavalloni 1969; Lamm and Myers 1978; Vinokur and Burnstein 1978; and Sunstein 2002). Furthermore, decades of psychological research suggest that when groups contain diverse viewpoints, they perform better in a wide range of creative,
problem-solving, predictive, and discovery-based tasks than do individuals and homogenous groups. (See, for example, Moscovini and Personnaz 1980; Hastie 1986; Laughlin and Ellis 1986; Nemeth 1986; Nemeth 1995; Gigone and Hastie 1997; Kuhn et al. 1997; Mosheman and Geil 1998; Jehn et al. 1999; Brodbeck et al. 2002; Greitemeyer et al. 2006; Schulz-Hardt et al. 2006; van Knippenberg and Schippers 2007; Crisp and Turner 2011; Krause et al. 2011; Trouche et al. 2014; Duarte et al. 2015; and Woolley et al. 2015.)

Since groups with robust viewpoint diversity typically perform better in a wide range of intellectual tasks than do individuals or homogenous groups, it would not be surprising if scientific inquiry attempted to harness this fact. And indeed, this is just what philosophers of science have postulated. The basic idea here is that just as research teams working on a specific problem can benefit from viewpoint diversity within the team, so too a larger community of inquiry can benefit from the division of cognitive labour by having many research teams work on the same problem from different starting points and in varied ways (while, of course, sharing their results and learning from each other).

Moreover, Elgin’s view fits rather nicely with the argumentative theory of reasoning, according to which the primary evolutionary function of reasoning is to devise and evaluate arguments that can persuade others (Sperber 2001; Mercier and Sperber 2011; Mercier and Sperber 2017, 211-221). One surprising – and illuminating – aspect of this theory involves confirmation bias. This bias is generally thought to be epistemically undesirable, but, according to the argumentative theory of reasoning, confirmation bias can in fact promote the division of cognitive labour (which, as we have seen, is thought to benefit inquiry). Mercier and Sperber explain: “When a group has to solve a problem, it is much more efficient if each individual looks mostly for arguments supporting a given solution. They can then present these arguments to the group, to be tested by the other members … This joint dialogic approach is much more efficient than one where each individual on his or her own has to examine all possible solutions carefully” (2011, 65). Surveying recent empirical work on this phenomena, Hallsson and Kappel (forthcoming) find that this is exactly what the studies show:

Motivated reasoning [the tendency to construe evidence in order to support a conclusion that one already believes or wants to believe] can increase one’s ability to find good reasons in favor of one’s view, and to critique reasons against it, compared to more dispassionate reasoning. When both sides of an issue are represented in deliberation, this results in a broad range of reasons being considered for each side, and the selective retention of the best ones. As a result, members of deliberating groups composed of people who disagree tend to arrive at beliefs that are better supported by the evidence than individuals reasoning alone, or members of groups composed of people who agree prior to deliberation (2).

All of this supports Elgin’s claim that steadfastness, at least in certain cases, can indeed benefit communities of inquiry. But, returning to the debate at hand, does this mean that Elgin’s argument against (SK1*) succeeds? To tackle this question, I now consider seven objections to Elgin’s position.
5. OBJECTIONS TO ELGIN’S VIEW

In this section, I discuss seven objections that might be offered against Elgin’s rejection of (SK1*), and I suggest that none of them is decisive. I consider them in what I take to be increasing order of strength.

5.1. Elgin Begs the Question

One might worry that Elgin begs the central question at issue when she explicitly stipulates that the disagreeing parties in the relevant cases each have opinions that are “individually worth accepting” (2010, 68); that they are “epistemically acceptable alternatives” (2018, 18). The conclusion of her argument is that in certain conditions, at least one party to the disagreement can be epistemically rational in maintaining her degree of acceptance, so it will not do to stipulate this at the outset. This charge, however, is easily avoided. I take it that she wants to restrict the extent to which her view licenses steadfastness. In particular, I take it that she does not want to license the maintaining of absurd views in the face of relevant disagreement. She is clear that “not all points of view merit attention” (2018, 18); and that her position is not one of “mindless tolerance of any opinion whatsoever” (2012, 82, and see also 2017, 110, 114). To this end, she could stipulate that opinions to which her steadfastness applies must be ‘plausible’, or ‘prima facie worth accepting’, or even ‘worth accepting prior to considering disagreement’. Some such restriction will ensure that steadfastness concerning absurd views is not licensed by her view, while avoiding begging the question in her favour.12

5.2. Elgin’s View Licenses Stubbornness

As we have seen, Elgin thinks that rejecting the original (SK1) can license objectionable stubbornness. That’s because in so doing, S can use her first-order reasons for believing P to dismiss T’s evidence against P as misleading. And to do this, Elgin says, is to shirk one’s epistemic responsibility: “Rationality requires that epistemic agents be open-minded; they should not intentionally blind themselves to evidence” (2018, 14). Someone might say, however, that the very same problem infects Elgin’s rejection of (SK1*). After all, it seems that S could just as well use her first-order reasons for accepting P to dismiss T’s reasons for not accepting P as misleading, which would be just as stubborn. But Elgin has the resources to reply to this charge. She can say – and indeed does say – that continuing to accept P in the face of disagreement for the sake of one’s community does not in fact license this sort of stubbornness. On the contrary: “It requires [S] to be open to, and perhaps even to seek out, emerging counter-evidence and counter-arguments ... It undermines complacency and fosters intellectual respect” (2018, 20, and see also 2012, 82). All of this is precisely what’s involved in S’s continuing to accept P for the sake of her epistemic community, according to Elgin.13

5.3. Diverse Acceptances Aren’t Needed for Community-Oriented Benefits

Aristotle is rumoured to have said that it is a mark of an educated mind to be able to entertain a thought without accepting it.14 Now, whether or not Aristotle actually said anything of the sort, the distinction is worth considering in this
context. That’s because one might object that the community-oriented epistemic benefits of viewpoint diversity can be achieved without licensing inquirers to remain steadfast in their acceptances in situations described by the antecedent of (SK1*). In particular, one might think that epistemically fruitful diversity could be achieved by having members of the community merely entertain P in such situations – while nevertheless conciliating – rather than remaining steadfast by continuing to accept P with undiminished confidence.\(^{15}\) Recall that for Elgin, to accept P is “to adopt a policy of being willing to treat p as a premise in assertoric inference or as a basis for action where our interests are cognitive” (2010, 64). In certain contexts, at least, it might be possible to entertain P (perhaps as a provisional hypothesis) without being willing to treat it as a premise or as a basis for action in the manner that Elgin suggests.

Interestingly, empirical research suggests that stronger attitudes than entertaining are needed to bring about the desired benefits to group inquiry. For example, Nemeth et al. (2001) compared the effect of genuine dissent within groups to the effect of the presence of a ‘devil’s advocate’ (DA) in relevantly dissent-free groups – and they concluded that groups with genuine dissent perform better. Nemeth et al. speculate that: “[a]rmed with the belief that they have considered alternatives by virtue of exposure to the DA, people may become even more convinced of the truth of their initial position – and possibly more rigid and resistant to reconsideration” (709). Relatedly, Schultz-Hardt et al. (2002) concluded that in group inquiry, genuine “heterogeneity was more effective in preventing a confirmatory information-seeking bias than devil’s advocacy was” (563).\(^{16}\) These results suggest that a more committed epistemic stance, like acceptance, is required in order to realize the relevant sorts of community-oriented benefits.

5.4. Elgin’s View Subordinates Individual Epistemic Interests to Group Needs

One might object that Elgin’s steadfastness inappropriately subordinates individual epistemic interests to group needs. It is easy to imagine an inquirer saying something like this: “Sure, I do care about whether my community ultimately figures out whether P, but, look, I care rather more about my getting to the truth about P.” Moreover, it is easy to imagine cases in which this is an eminently reasonable position, given one’s resources and cognitive interests. So, isn’t Elgin demanding too much with her focus on the potential benefits for epistemic communities?

Well, no. First, it may be that an epistemic community’s goals are simply constituted by shared goals of its individual members – and if so, there simply can be no tension between the two. Second, even if a community’s goals are not simply constituted by the shared goals of individuals, it may be that the best way for S to achieve her epistemic goal of getting to the truth about P just is by remaining steadfast, thereby promoting her community’s intermediate goal of achieving viewpoint diversity, which in turn promotes the community’s ultimate goal of figuring out whether P.\(^{17}\)

The deeper problem with this objection is that it claims that Elgin’s view is too demanding for individual inquirers – but Elgin’s view doesn’t actually make any demands at all. In particular, Elgin does not say that one rationally ought to
remain steadfast in the relevant kinds of cases; she merely argues that one is not rationally required to revise. So Elgin’s view cannot be read as inappropriately subordinating the epistemic needs of the individual to those of her community.

5.5. Elgin’s View Cannot Defeat Conciliationism Based on Possible Disagreement

The dispute between conciliationists and steadfasters generally involves cases in which both parties to the disagreement are supposed to be actual. But some conciliationists have argued that reflection on disagreement with merely possible peers should likewise lead to a reduction in confidence in one’s views. The basic idea is this: conciliationism is fundamentally motivated by the thought that there might be good reasons for thinking otherwise than you do, and it doesn’t really matter whether these reasons are actually expressed by anyone. Someone persuaded by this might be tempted to think that Elgin’s steadfastness fails to count against it. Such a person might point out that Elgin’s defence of steadfastness appeals to the epistemic interests of actual communities of inquirers, and then insist that these considerations are inert against conciliationist appeals motivated by merely possible disagreement.

This objection fails, however, since Elgin can plausibly respond in the following way. S may initially be tempted by the thought that she should reduce her confidence in P after realizing that her overall epistemic position is not superior to that of some possible agent, T, who accepts ~P. But S may well go on to reason like this:

Even though, to the best of my knowledge, T is not an actual person, my actual community of inquirers may well benefit from my remaining steadfast in accepting P in the face of my disagreement with T. After all, my willingness to employ P in the relevant inferences and actions may help my community figure out once and for all whether P. This could happen in several ways. Here are two examples. First, my continued acceptance of P might ultimately help me to find the fatal flaw in T’s reasons for accepting ~P, and this could well constitute, or lead to, genuine epistemic progress for my community as a whole. Second, my acceptance of P might spur others in my actual community of inquirers to attend to this issue more carefully, and this might help lead them, and eventually all of us, to finally know the truth-value of P.

Of course, things could go precisely the other way: S’s acceptance of P might lead her actual community of inquirers to go collectively in exactly the wrong direction with respect to the truth-value of P. But, for the moment, this is irrelevant. If there is at least a live possibility that S’s continued acceptance of P in the face of possible disagreement will confer adequate epistemic benefits on S’s community of inquirers, then Elgin can appeal to it, exactly as she does in the case of disagreements with actual peers.
Christensen (2007) pre-dates Elgin’s arguments, but he anticipates one motivation for her view when he writes: “It’s quite plausible that knowledge is best advanced by people exploring, and attempting to defend, a variety of answers to a given question. Perhaps, human psychology makes this easier to do when investigators actually have a lot of confidence in the hypotheses they’re trying to defend” (215). Christensen, however, also raises a worry: “Certain sorts of inquiry might well work best when a variety of investigators have irrationally high levels of confidence in a variety of pet hypotheses. So there may well be important epistemic benefits to certain patterns of irrational [acceptance]. But I would argue that the patterns of [acceptance] are no more epistemically rational for all that” (215, emphasis added). If this were offered as an objection to Elgin’s view, it would fail. The problem, of course, is that in this dialectical context it is question-begging to merely stipulate that the relevant acceptances are not epistemically rational. The central aim of Elgin’s argument, after all, is to show that in some cases, it is epistemically rational to maintain one’s acceptances in the face of disagreement.

There are, however, more plausible ways to press this objection. In the remainder of this section, I distinguish three such ways, and respond to each in turn. The first way holds that there is something epistemically illicit about sticking to one’s guns in the face of peer disagreement for the sake of community-oriented benefits down the road. Such considerations are pragmatic or prudential, one might say, but they are not properly epistemic.

In response, it is worth noting that there are now quite a few attempts to develop accounts of how steadfastness for community-oriented reasons can be epistemically appropriate. While the details differ, these accounts all make a common point: community-oriented reasons for steadfastness are indeed epistemic, in that they seek to bring about benefits to communities of inquiry that concern epistemic desiderata like justification, truth, belief, and knowledge. Jon Matheson, for example, distinguishes synchronic justification from diachronic justification, and suggests that community-oriented steadfastness invokes the latter, and that it is a properly epistemic notion (2015a; 2015b, 146-147). Relatedly, Kirk Lougheed and Robert Simpson argue that community-oriented reasons are indirect epistemic reasons (2017). Space does not permit me to evaluate all these proposals, but I mention them here in order to show that it will not do to simply dismiss community-oriented reasons as non-epistemic. Serious accounts of such reasons as epistemic have been given (in addition to Elgin’s), and critics would do well to engage with them.

Here is a second way to press this line of objection. Even if community-oriented reasons are epistemic, it might seem that defending steadfastness by appeal to them objectionably subsumes epistemic rationality under instrumental rationality. I order to clarify this charge, I will briefly set out one of Thomas Kelly’s (2003) important criticisms of instrumentalism: the view that epistemic rationality is really just a species of special case of instrumental rationality. Kelly considers the following vivid case: S actively desires not to know how a given movie ends, since this would spoil her enjoyment of the movie at some later date. S implores her friend T not to give away the ending. T, however, blurts it out. Given that S knows that T is a reliable testifier on such matters, S immediately learns how
the movie ends, thereby gaining the very knowledge that she wished to avoid. Kelly thinks it is epistemically rational for S to believe (or, we can add, accept) the relevant proposition about the ending, but her doing so failed to serve any of her goals; in fact, it thwarted her stated goal. Kelly intends this to be a counterexample to the thesis that all epistemic rationality is instrumental rationality. And it might seem that if Kelly is right, this poses a problem for Elgin’s view, insofar as it assumes instrumentalism.

Is Kelly right? Adam Leite complains that Kelly’s construal of the relevant goal is too narrow, and, in particular, too short-term. He suggests that the instrumentalist can say that “epistemic rationality is a matter of forming beliefs in accordance with a system of habits or procedures whose consistent application would bring about the optimal satisfaction of one’s cognitive goals over time” (2007, 461). It’s plausible to think that being sensitive to the evidence of reliable testifiers is indeed an important part of such a system, even though such sensitivity can sometimes thwart one’s short-term goals. Leite intends this move to open up space for the instrumentalist to claim that epistemic rationality is, after all, a species or special case of instrumental rationality.28 Leite is quite right to say that, in principle, the instrumentalist can avoid objections like Kelly’s by appealing to more general, longer-term goals (and associated, habits, procedures, and systems). After all, the instrumentalist needn’t say that epistemic rationality serves one’s every epistemic goal, nor even that specific short-term epistemic goals are more important than more general, long-term goals. Elgin might even add that some of these latter goals are community-oriented; this would fit well with the spirit of her project. In short, then, a broader account of the relevant goals can help Leite – and Elgin – to defang this objection to instrumentalism levelled by Kelly.29 That said, a complete vindication of instrumentalism along these lines will, of course, require much more to be said about these goals, habits, procedures, and systems.

For my purposes, however, it’s important to see that whatever the (de)merits of instrumentalism, Elgin’s defence of steadfastness doesn’t presuppose this view at all. Elgin simply aims to show that it can be epistemically rational, in certain situations, to remain steadfast in your acceptances for the sake of community-oriented epistemic benefits. This is compatible with the view that all epistemic rationality is instrumental, but does not require it. Perhaps some epistemic rationality is instrumental, and some is not. Accordingly, Kelly’s arguments against instrumentalism, even if sound, pose no threat to Elgin’s view.

Here is a third way to press the objection that community-oriented reasons cannot be epistemically rational. This way insists that (a) epistemic rationality is exclusively a matter of rational obligations, and, in particular, that (b) epistemic rationality includes an exceptionless obligation to base one’s acceptances solely on the evidence available to one at that time. Given these claims, of course, it simply cannot be epistemically rational to stick to one’s guns in the face of the relevant sort of disagreement for the sake of future community-oriented epistemic benefits.

Here are three points that Elgin can make in reply to this way of pressing the objection. The first is general: both (a) and (b) are enormously controversial positions in their own right, and as such, simply appealing to them cannot decisively refute her view.30 The second point focusses on the debate about disagreement in particular. It is this. The denial of (a) and (b) is not unique to Elgin: virtually every defence of steadfastness in the disagreement literature claims
that in the circumstances described in the antecedents of (SK1) and (SK1*), it can be epistemically rational (i.e. epistemically permissible) for agents to stick to their guns.\textsuperscript{31} Indeed, defending the epistemic permissibility of so doing is the essence of the steadfaster’s project.\textsuperscript{32} So appealing to (a) and (b) does not specifically target Elgin’s view.

Here is a final point worth mentioning. It’s true that Elgin’s view has a broadly consequentialist flavour: after all, she defends the epistemic permissibility of remaining steadfast in the relevant circumstances by appeal to future epistemic benefits for communities. Now, epistemic consequentialism typically rejects (a) and (b), and it is a widespread view.\textsuperscript{33} Indeed, as Dunn and Ahlstrom-Vij note, “much of contemporary epistemology has been marked by ... a tacit endorsement of epistemic consequentialism” (2018, 4). Accordingly, Elgin’s view comports well with a mainstream view.

I grant that these three points will not convince the diehard defender of (a) and (b). But in my view, in this dialectical context, these three points do jointly shift the burden of proof back to the defender of (a) and (b) to show that there is something illicit in Elgin’s position. This does not mean, of course, that Elgin’s defence of steadfastness on epistemic consequentialist grounds wholly succeeds. In fact, in Section 6 I set out eight desiderata for further work that will be required to flesh out her view. First, however, I turn to one final objection.

5.7. No One Can be Sure Enough about the Likelihood of Epistemic Benefits

The final objection to Elgin’s view that I consider here is, I believe, the strongest. To see the motivation for it, we can begin by asking: what conditions must be satisfied in order for an agent to be entitled to remain steadfast, in the face of relevant disagreement, for community-oriented reasons? So far, we have seen two:

(i) Elgin focuses on cases in which “… reasons favoring each side of a dispute are sparse or exceedingly delicate, or the evidence is equivocal, or each side can solve important common problems that the other cannot” (2010, 67), so it seems that S’s position should satisfy at least one of these disjuncts.

(ii) I suggested earlier that Elgin should also restrict her focus to disagreements in which each side’s position surpasses some minimal epistemic threshold, in order to prevent her view from licensing steadfastness for absurd views.\textsuperscript{34}

But perhaps this is not enough. One might argue that a further condition must be met in order for S to be entitled to remain steadfast, namely:

(iii) S reasonably accepts that her remaining steadfast concerning P for time interval $t$ is, all things considered, likely to help her community achieve its relevant epistemic goals.

The argument for this condition’s being necessary is fairly straightforward. If S has no acceptances whatsoever about the likelihood of her steadfastness (concerning P for time interval $t$) benefitting her community, then it seems that S cannot invoke
community-oriented reasons for her steadfastness. So she should have some acceptances about this matter. Moreover, it seems plausible to focus only on *reasonable* acceptances, since the epistemic goal here is to rationally license S’s steadfastness. Given this, what options are there for S to reasonably accept about this likelihood? It seems that there are only four:

- S might reasonably accept that her remaining steadfast (concerning P for time interval t) is, all things considered, *unlikely* to help her community achieve its relevant epistemic goals.

- S might reasonably accept that her remaining steadfast (concerning P for time interval t) is, all things considered, *neither likely nor unlikely* to help her community achieve its relevant epistemic goals.

- S might reasonably be *agnostic* about the whole issue; and, finally,

- S might reasonably accept that her remaining steadfast (concerning P for time interval t) is, all things considered, *likely* to help her community achieve its relevant epistemic goals.

It is very tempting to say that only the last one of these can license S to remain steadfast for community-oriented reasons. If that’s correct, the case for (iii) is complete.

But now comes the objection. Setting aside toy cases beloved by philosophers, it is exceedingly unlikely that any real agent, S, in any real community of inquirers, can ever reasonably accept that her remaining steadfast (concerning P for time interval t) is, all things considered, *likely* to help her community achieve its epistemic goals. After all, for S to be reasonable in accepting that such a thing is all-things-considered-likely, S would require reliable access to a vast store of information about the (likely) short-term, medium-term, and perhaps even long-term consequences of S’s steadfastness during interval t, and how these (are likely to) bear on the community’s overall pursuit of the truth concerning P. These would include, of course, consequences for S herself, consequences for each of her interlocutors (including T), consequences for her interlocutors’ other interlocutors apart from S and T, and, further, consequences for those who are uninvolved in the dispute during t, but who are (directly or indirectly) affected by those who *are* involved during t in ways that ultimately bear on the community’s goals. Et cetera. The number of causal chains concerning which S would need to have reasonable acceptances is staggering. S might not have to be omniscient to pull it off, but S would surely require extraordinary epistemic powers to even come close – powers that earthly agents do not possess.

If all this is plausible, the result is an unhappy one for Elgin’s community-oriented steadfastness. It may indeed be that, in some case or other, S’s community is likely to benefit from her remaining steadfast concerning P for time interval t. But if S can *never* reasonably accept as much, and if condition (iii) must be met for S to be rationally permitted to remain steadfast, then S is never entitled to appeal to community-oriented reasons in order to remain steadfast. And, accordingly, community-oriented reasons cannot support the steadfast view.35
How should Elgin reply? I suspect that her best defence would be to argue that while condition (iii) is surely sufficient to license S's steadfastness, it is not necessary, precisely because it places wholly unreasonable demands upon individual epistemic agents. It's just too demanding to expect S to consider all things, or even to consider all things relevant to whether her acceptance of P for time interval $t$ is likely to help her community, and to then make reasonable judgments about what will happen in the future.

The objector could regroup, however, by proposing a weaker account of what is required for S to be reasonable in believing that her steadfastness will help her community, and arguing that this condition is rarely if ever satisfied. Here is such a condition:

(iv) S reasonably accepts that her remaining steadfast concerning P for time interval $t$ is, given the relevant evidence she can reasonably be expected to acquire, likely to help her community achieve its relevant epistemic goals.

The purpose of the italicized clause in (iv), of course, is to defang the worries just raised, by reducing the epistemic burden on S.

But isn't this burden still too heavy for S to shoulder? While S is no longer required to form reasonable judgements about what is likely to help her community, considering all things, she is still required to form reasonable judgments about what is in fact likely to help her community achieve its relevant epistemic goals, given her available evidence, and perhaps this is still too much to ask. The problem is that this still requires S to hold before her mind all her available evidence, to then to peer into some array of possible futures, and to make incredibly complex judgments about what will (or likely will) happen as a result of her steadfastness – and perhaps S just can't be expected to do that. If so, Elgin can reply that while (iv), like (iii), may well be a plausible sufficient condition for S to remain steadfast, it is not a necessary one. Again, it's just too demanding.

Here is yet another way to press the objection. If the fundamental problem with (iii) and (iv) is their focus on the future, maybe it's better to orient S towards the past instead. To motivate this idea, consider the striking historical case of the Hungarian physician Ignaz Semmelweis (1818-1865), which is discussed by Lougheed (2018a). Against the prevailing medical wisdom of his time, Semmelweis instructed his medical students to wash their hands before delivering babies. When they did, the incidence of puerperal (childbed) fever among the women they attended declined dramatically. Semmelweis, of course, knew nothing of germs, but his discovery of a correlation between hand-washing and the prevention of communicable disease – and, crucially, his steadfastness in the face of serious and sustained disagreement – ultimately led to significant epistemic benefits for the medical community and indeed for humanity generally. Reflection on this sort of case might prompt the thought that (iv) should be replaced with:

(v) S reasonably accepts that her remaining steadfast concerning P for time interval $t$ is, given the relevant evidence she can reasonably be expected to acquire, relevantly and sufficiently similar to past cases in which someone's steadfastness helped their epistemic community achieve its relevant epistemic goals.
The advantage of (v) over (iv) and (iii), of course, is that S no longer requires a crystal ball. Now she needs her history books. But it seems to me that Elgin could still reply that (v) is excessively demanding. Condition (v) requires S to make reasonable comparative judgments about her own case and past cases, and to reasonably conclude that hers is relevantly and sufficiently similar, and this might still be asking too much. For one thing, community inquiry might slow down too if S were required to reasonably establish what amounts to a legalistic precedent for her steadfastness prior to being entitled to it. For another, S’s judgments about the relevance and sufficiency of the similarities between her case and past cases might themselves be controversial to the point where a higher-order problem looms: in order for S to reasonably remain steadfast about her first-order judgment that P, she would have to have second-order judgments about precedents concerning which she could reasonably remain steadfast – and doing so would require a third-order assessment of her epistemic situation with respect to these precedents. The mind begins to boggle. So, in short, if all this is plausible, then Elgin can respond that the latest proffered condition, (v), is, like its ancestors (iv) and (iii), sufficient but not necessary for licensing S’s steadfastness.

6. DESIDERATA FOR FURTHER WORK

In the previous section, I set out and responded to seven objections to Elgin’s community-oriented steadfastness. I take myself to have shown that none of these is decisive. Still, it must be said that Elgin has presented only a fairly brief sketch of her view to date. So, in this final section, I identify some fruitful ways in which her view could be developed further.

The final objection I considered was that nobody can be sure enough about whether their community will achieve its relevant epistemic goals because of their steadfastness about P for interval t. I fleshed this out in three ways. The first proposal for a necessary condition held that S must have reasonable acceptances about the all-things-considered consequences of her steadfastness. The second proposal held that S must have reasonable acceptances about the consequences of her steadfastness, given the evidence she can reasonably be expected to acquire. The third proposal held that S must be reasonable in thinking that her steadfastness is relevantly and sufficiently similar to past cases in which someone’s steadfastness helped their epistemic community achieve its relevant epistemic goals.

Notice that the first two of these proposals concentrated on consequences of a certain individual action: S’s act of remaining steadfast for interval t. Act-consequentialism, of course, is the ethical view that privileges the evaluation of the consequences of an individual action in assessing that action’s moral status. Likewise, epistemic act-consequentialism privileges the evaluation of the consequences of an individual action in assessing that action’s epistemic status. Act-consequentialism, however, is widely thought to be deeply implausible. So perhaps it’s simply uncharitable to attempt to flesh out Elgin’s view in simplistic act-consequentialist terms.
And yet, as I noted earlier, Elgin’s view does seem thoroughly consequentialist: her defence of the propriety of steadfastness, after all, focusses precisely on the epistemically salutary consequences of steadfastness for epistemic communities. Rule-consequentialism, of course, has exactly this community-oriented focus. As Tim Mulgan explains, rule-consequentialism “... reflects a picture of morality as a task given, not to isolated individual rational agents ... but to a particular community of human beings” (2007, 124). Given this, I suggest that it would be better to understand Elgin’s defence of steadfastness in epistemic rule-consequentialist terms.\textsuperscript{42}

For starters, here is an important statement of rule-consequentialism by one of its best-known contemporary proponents, Brad Hooker:

An act is wrong if and only if it is forbidden by the code of rules whose internalization by the overwhelming majority of everyone everywhere in each new generation has maximum expected value in terms of well-being ... (2000, 32).

This definition is easily translated into the language of permissions:

An act is permissible if and only if it is permitted by the code of rules whose internalization by the overwhelming majority of everyone everywhere in each new generation has maximum expected value in terms of well-being ...

And it’s easy to cook up an epistemic analogue:

An epistemic act is rationally permissible if and only if it is permitted by the code of rules whose internalization by the overwhelming majority of everyone everywhere in each new generation has maximum expected epistemic value.

Now, as Dale Miller notes, rule-consequentialists needn’t formulate their view with respect to a maximally large community, like Hooker does: “[a]nother possibility is to narrow the group in question, so that it includes only the members of a given society or, to narrow it even further, only those individuals who are members of a given society during a particular period of time” (2014, 152). This suggests the following modification:

An epistemic act is rationally permissible if and only if it is permitted by the code of rules whose internalization by the overwhelming majority of a community of inquiry has maximum expected epistemic value.

I do not intend to suggest that Elgin is, or must be, wedded to either of these last two forms of epistemic rule-consequentialism. Instead, my point is just that Elgin’s view seems rather amendable to a rule-consequentialist framework, the details of which could be developed in various ways.

If this much is correct, then there is much work to be done. There are, of course, many forms of rule-consequentialism, and many arguments for and
against these views. A thorough assessment would involve examining and assessing these – and, crucially, their epistemic analogues. While space does not permit such an undertaking, it will be useful to consider, in closing, what a steadfastness-licensing rule, embedded within an epistemic rule-consequentialist code, might look like. Here are eight issues well worth considering in any such attempt:

- In Section 5, I noted that Elgin focusses on cases in which “... reasons favoring each side of a dispute are sparse or exceedingly delicate, or the evidence is equivocal, or each side can solve important common problems that the other cannot” (2010, 67). We can think of these as characteristics of the contexts of disagreements in which an epistemic rule could license steadfastness on consequentialist grounds. Further work should attempt to identify other such characteristics, and to develop all of them, in an effort to clarify the contexts in which the relevant steadfastness-permitting rules apply.

- In Section 5, I also noted that Elgin should restrict her focus to disagreements in which each side's position surpasses some minimal epistemic threshold, in order to prevent her view from licensing steadfastness for absurd positions. Well-developed epistemic rules should ideally encode an account, at least in general terms, of what this threshold looks like. Nuance will be needed here. The threshold must be high enough to preclude entirely spurious views, while being low enough to permit, for example, highly counterintuitive scientific hypotheses that may well bear fruit. It may also be that the threshold is context-dependent: perhaps some areas of inquiry can better tolerate, or are better served by, a lower threshold, while others require a higher one. Accordingly, it will be no easy task to develop such an account.

- More work is also needed to determine what counts as an ‘epistemic benefit’ for a community of inquiry. There may well be many different types of epistemic benefits, and which ones are relevant may well also be context-dependent. An Elgin-inspired rule that license steadfastness should flesh this out appropriately.

- ‘Epistemic benefits’ evidently come in degrees: some are large; others are small. Clearly, a rule that license steadfastness in the relevant contexts will not have significant expected epistemic utility if its internalization by the relevant group tends to reap only very minor benefits. Accordingly, it would be immensely helpful if the rule could encode an account of what degree of epistemic benefit, for a community, steadfastness ought to promote, at least in general terms.

- I noted earlier that one way to formulate epistemic rule-consequentialism is to relativize its rules to a community of inquiry. Perhaps this is more plausible than (the epistemic analogue) of Hooker’s rule-consequentialism, which stipulates that the ideal code of rules is internalized by “everyone everywhere”. However, doing so requires greater clarity about what is meant, for these purposes, by a ‘community of inquiry’. Presumably one marker of such a
community is that its members share certain epistemic goals, but questions immediately arise: What exactly is an epistemic community? How many goals must they share? Must they explicitly share them, or could they share them implicitly? Attention to questions such as these will help to clarify the appropriate contexts of application of the relevant rules.46

- Relatedly, it seems obvious that many individuals belong to multiple epistemic communities. Suppose that S has multiple memberships, and suppose, further, that she reasonably thinks that it’s best for one of her communities if S accepts P, and also best for another one of her communities if S accepts ~P. What should she do? A more developed account of a steadfastness-licensing rule should address what rationality permits and what it forbids in such a situation.

- This paper has largely concentrated on Elgin’s effort to establish the rational permissibility of steadfastness in certain types of disagreements. But, of course, to say that remaining steadfast is rationally permissible is not to say that conciliating is rationally impermissible. A full account of the relevant epistemic rules should indicate, at least in general terms, what other attitudes, besides accepting P (for the sake of one’s community) are rationally permissible, and in what cases.47

- A final desideratum is that the development of an epistemic rule-consequentialist framework be appropriately informed by empirical findings. As we saw in Section 4, empirical work does indeed suggest that in controlled settings, the viewpoint diversity licensed by Elgin’s defence of steadfastness can indeed yield positive epistemic outcomes. That said, we should not be unduly restrictive here: the lab does not always resemble the real world, and I take it that we ultimately want to devise a code of epistemic rules for the latter.

**Conclusion**

After setting out the relevant dialectical context in Sections 1 and 2, and explaining Catherine Elgin’s community-oriented steadfastness in Section 3, I argued in Section 4 that her view has considerable initial plausibility: it is supported by significant empirical evidence, it comports well with accounts of the division of cognitive labour suggested by philosophers of science, and it fits nicely with the evolutionary-adaptive account of confirmation bias suggested by the argumentative theory of reason. In Section 5, I defended Elgin’s view against seven objections, arranged in increasing order of strength. Finally, in Section 6 I suggested that her view can be understood in terms of epistemic rule-consequentialism, and I outlined eight ways in which it could fruitfully be developed further. Catherine Elgin’s community-oriented steadfastness is a creative and important response to the problem of disagreement, and I hope that philosophers will give it the attention it deserves, perhaps by developing it in the ways outlined here.
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NOTES

1 Good surveys of this discussion can be found in Christensen (2009) and Lackey (2010).

2 This view is defended in various ways by, for example, Feldman (2006), Christensen (2007), Elga (2007, 2010), and Ballantyne (2014).

3 This view is defended in various ways by, for example, Kelly (2005), Moffett (2007), Bergmann (2009), and Sosa (2010).

4 King’s discussion avoids talk of degrees of belief, strictly for simplicity, but I have added it parenthetically here, in order to not foreclose the possibility that conciliationalism can lead to diminished confidence that is nevertheless compatible with belief. I have also added the modifier ‘epistemically’, for reasons that will be discussed in Section 5.7.

5 Elgin adds: “The reason for the restriction to assertoric inference is to screen off premises used in reductio. The reason for the restriction to cognitive interests is that a premise accepted because it fosters noncognitive ends – because it is consoling or amusing, for example – is epistemologically irrelevant” (2010, 64). In a different article, she offers a similar definition of belief (2012, 81), but it becomes clear that what she really means is acceptance. And in yet another article, she refers to this stance as being committed (2018, 20). In what follows, I stick with the more familiar term ‘acceptance’.

6 For other presentations of this argument, see Elgin (2012, 5-7; 2017, 111-117; and 2018, 18-19). For a case study from anthropology that is strikingly similar to Elgin’s hypothetical example about paleontology, see De Cruz and De Smedt (2013).

7 Some of these studies are also discussed in Dunn (ms.); Matheson (2015a and 2015b); Lougheed (2018a and 2018b); and Hallson and Kappel (forthcoming). For some important caveats, see Hallson and Kappel (forthcoming, section 2.1).

8 Given all this, it’s no wonder that a recent spate of middlebrow trade publications have made much of this research. See Surowiecki (2004); Page (2007); Howe (2008); and Weinberger (2011).
A good entry point into the vast philosophy of science literature on the division of cognitive labour is Muldoon (2013). In her 2010 and 2018 papers, Elgin cites a seminal paper in this area: Kitcher (1990).

I believe that Dunn (ms.) was the first philosopher in the disagreement debate to draw this connection to the argumentative theory of reason.

Elgin, in fact, comes close to making the same point when she says that on her model, those who remain steadfast “have a strong incentive to strengthen and stabilize their position and to protect themselves should it turn out that they are wrong” (2018, 20).

As I explain in Section 6, it will be extremely difficult to flesh out this minimal epistemic threshold precisely. But I don’t think that this presents a special challenge for Elgin’s view: everyone in the disagreement debate ultimately owes an account that specifies which sorts of views have enough going for them, epistemically speaking, to motivate conciliationism or steadfastness.

I should note, however, that this move relies on a different, enriched, account of acceptance. Elgin does not simply appeal here to her official definition of acceptance simpliciter, which I set out in Section 3. Rather, she has in mind the more specific idea of accepting a proposition for the sake of one’s community – and she emphasizes that this, properly construed, does not license stubbornness. Elgin is, of course, entitled to stipulate such an enriched account of what’s involved in acceptance in this context – but then the defender of steadfastness about belief can do likewise, which would undermine Elgin’s original complaint, set out in Section 2, that steadfastness leads to objectionable stubbornness. Be that as it may, I think that it is dialectically legitimate for Elgin to say that, properly understood, her view of acceptance for the sake of one’s community does not license stubbornness – and this is all she needs to defeat the objection. I thank Nathan Ballantyne and David Hunter for careful discussion of this issue, and an anonymous referee for pressing me to clarify it further.

Apparently this is a (very!) free-form paraphrase of Nicomachean Ethics I.1094b24 which actually states: “Each of our claims, then, ought to be accepted in the same way [as claiming to hold good, usually], since the educated person seeks exactness in each area to the extent that the nature of the subject allows” (transl. Irwin 1985).

A related proposal is due to Goldberg, who recommends adopting an attitude of attitudinal speculation: “[O]ne who attitudinally speculates that p regards p as more likely than not-p, though also regards the total evidence as stopping short of warranting belief in p” (2013, 283). See Barnett (2019) for discussion.

And see also Greitemeyer et al. (2006). These studies are also discussed in Dunn (ms.), Matheson (2015, 144-146), Lougheed (2018b), and Hallsson and Kappel (forthcoming).

I thank an anonymous referee for suggesting these two points.

Feldman (2006) makes this point en passant; Elgin (2010, 56) mentions it, and Ballantyne (2014) argues for it at length.

As Thomas Kelly puts the point: “… whether there is any actual disagreement might very well depend on factors that everyone will immediately recognize as irrelevant to the truth of the question at issue. (Suppose, for example, that there would be considerable
disagreement with respect to some issue, but that all of the would-be dissenters have been put to death by an evil and intolerant tyrant.” (2005, 181).

20 I am persuaded that the problem of possible peer disagreement is every bit as serious as the problem of actual peer disagreement, but I will not argue for this here.

21 I am grateful to Kirk Lougheed for pushing me to think this through more carefully.

22 That’s because it introduces nothing that Elgin has not already conceded.

23 I have replaced ‘belief’ with ‘acceptance’ in this quotation, in order to remain consistent with Elgin’s usage. For similar charges, see Feldman (2006, 221 and 2011, 157).

24 I thank an anonymous referee for pressing me to develop responses to the second and third of these.

25 For a survey of various presentations of objections in this vein, see Lougheed and Simpson (2017). See also Dunn (ms.) for discussion.


27 They write: “… when an agent identifies some spectrum of rationally permissible doxastic attitudes in response to some body of evidence, and where she has some ability to influence what doxastic attitude she holds among that range of options, then, to the extent that she has reason to believe that her holding doxastic attitude X will have better global epistemic consequences than her holding doxastic attitude Y, she has a reason – one that may be aptly characterized as an epistemic reason – to favour X over Y (2017, 157).

28 Leite is not himself a committed instrumentalist (2007, 554).

29 I should note that Kelly (2003) has other objections, and also that Kelly (2007) replies to Leite (2007). Space does not permit further appraisal of this exchange.

30 Space does not permit an extended discussion of (a) and (b). I should note that insofar as (b) is a version of evidentialism, the most comprehensive defence of this view is Conee and Feldmann (2004). The most prominent rival to this view is typically thought to be reliabilism. See, for example, Goldman (1986).

31 Here is why I hedge by saying ‘virtually’. A well-known objection to conciliationism holds that this view is self-defeating. (For discussion of this objection, see, for example, Elga 2010). Given that this is an objection to conciliationism, it might be thought to be an indirect defence of steadfastness. But clearly it carries no commitment to the denial of (a) and (b).

32 Moreover, the steadfast view is one way to defend a broader thesis in epistemology known as permissivism against its rival, uniqueness. For more on this debate, see Kopec, M. and Titelbaum, M. (2016) and Rosa (2018).

33 Interestingly, Dunn and Ahlstrom-Vij (2018) urge that even evidentialism ought to be deemed a species of epistemic consequentialism.
Although (ii) might appear to add nothing important to (i), I think it does: after all, it’s easy to imagine that a view could satisfy all of the disjuncts listed in (i), while nevertheless failing to meet a plausible overall epistemic threshold.

Lougheed (2018a) defends what he calls the “Benefits to Inquiry Argument”, which is similar in spirit to Elgin’s. He also considers an objection in this vein. But he dismisses it too hastily when he says: “This objection is about the practical application of the argument not the truth of any of the premises” (2018, 275). After all, the third premise in his own argument is this:

\[
S \text{ reasonably believes that there are future epistemic benefits [to be gained] from continuing to believe } P \text{ within the context of } R \text{ in the face of peer disagreement about } P \text{ (2018, 266).}
\]

If, as the objection posits, nobody can reasonably believe such a thing, then this does seem to count against the truth of this premise: it is true of no subject S.

More precisely: sufficient to license S’s steadfastness provided that (i) and (ii) are also satisfied. I make the same presumption with respect to (iv) and (v) below.

There may, of course, be some context-sensitivity here: perhaps it is reasonable to expect more evidence-gathering from S in some situations than in others. (Thanks to Nathan Ballantyne for pointing this out.)

In fairness, one might wonder whether Semmelweis really satisfies the entire antecedent of (SK1*). But let’s stipulate that, given his knowledge and environment, and the knowledge and environment of those who disagreed with him, there were at least some temporal slices of Semmelweis that do satisfy this antecedent.

Of course not everyone is a Semmelweis, or, for that matter, a Copernicus or a Darwin. Nor, indeed, is every context in which Elgin wants to license steadfastness is relevantly and sufficiently similar to these cases. That, however, is not a problem, for (v) does not demand this. There might well be other cases, to which S’s situation is relevantly and sufficiently similar, that do not involve such intellectual giants and heroes.

At this point in the dialectic, the burden of proof remains on the objector to specify a plausible necessary condition for S to be sufficiently confident that her remaining steadfast concerning P for time interval t will help her community to achieve its epistemic goals. There is a more ambitious way to respond to this objection. Instead of conceding that a necessary condition along these lines needs to be satisfied, and waiting for the objector to provide it, Elgin could say that, given the epistemic benefits of viewpoint diversity, there is no such condition. Instead, she could say, S should simply be presumed to be within her rights to remain steadfast about P, unless this presumption is defeated by, for example, concrete reasons to suppose that her steadfastness will not help the community in this particular case. I thank an anonymous referee for this suggestion.

And, of course, one well-worn reason for this is just what we have seen: it appears to demand that agents know far more about the consequences of their actions than is reasonable to expect.

I thank Gary Toop for originally pushing me to think this way. Lougheed and Simpson (2017, 159-160) also appear sympathetic to a rule-consequentialist defence of steadfastness.
on community-oriented grounds. Relatedly, Leite also suggests that instrumentalism can be developed in rule-utilitarian terms (2007, 461).

43 An excellent entry point into the literature on epistemic consequentialism is Ahlstrom-Vij and Dunn (2018).

44 Moreover, I submit that these are useful directions for further inquiry even if Elgin’s community-oriented defence of steadfastness is not best construed in rule-consequentialist terms.

45 I thank an anonymous referee for suggesting the latter point.

46 See Elgin (2017, 112-113) for some related discussion of what separates epistemic communities from other communities.

47 In particular, conciliating for community-oriented reasons might be rationally permissible. Indeed, in some cases it might be rationally required.
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